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Goal
To develop a directed type theory.

To formalize theorems about:

» Higher category theory
> Directed homotopy theory

» Concurrent processes
> Rewriting

Criteria
» Directed paths are introduced as terms of a type former, hom,
to be added to Martin-Lof type theory
» Transport along terms of hom

» Independence of hom and Id



What does directed mean?

Syntactically

Martin-Lof's Id type is symmetric/undirected since for any type T,
and terms a, b : T, there is a function

i:ldr(a, b) — Id7(b, a)

so that any path p : ldt(a, b) can be inverted to obtain a path
ip:ldr(b,a).
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What does directed mean?

Syntactically
Martin-Lof's Id type is symmetric/undirected since for any type T,
and terms a, b : T, there is a function

i:ldr(a, b) — Id7(b, a)

so that any path p : ldt(a, b) can be inverted to obtain a path
ip:ldr(b,a).
» Can think of these terms as undirected paths

» Can we design a type former of directed paths that resembles
Id but without its inversion operation i?
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Application: concurrency

Concurrent processes can be represented by directed spaces.

(fa, f8)
Us T
Un T
W " » A, B are two processes
Lo T > m, n are two memory locations
B 17+ » which can be locked (L) or unlocked (U)

(,.AH.B)L*A L*A l)A ()A by each process

A—s
Fundamental questions:

» Which states are safe?

» Which states are reachable?



Application: Term rewriting systems
Consider expressions in the monoid N = (N, 0, +).

242
(O0+1)+2 142 g

[N

0+ AFT— . — '3
0+3

» Interested in families D(n) indexed by n e N for which rewrite
rules n — m induce rewrites D(n) — D(m)
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Rules for hom: core and op

T TYPE
T<°"® TYPE
T TYPE
T°P TYPE
T TYPE t: Teore
it: T
T TYPE t: Teore

Pt TP



Rules for hom: formation

Id formation

T TYPE s: T

ldr(s,t) TYPE

hom formation

T TYPE s: T°P

t:

T

homt(s,t) TYPE



Rules for hom: introduction

Id introduction

T TYPE t: T
re s ldr(t, t) TYPE

hom introduction

T TYPE t: T

1¢ : hom7(i°Pt, it) TYPE




Rules for hom: right elimination and computation

Id elimination and computation

T TYPE
s:T,t:T,f:ldr(s,t) = D(f) TYPE s: T+ d(s):D(rs)

s:T,t: T,f:ldr(s,t) - j(d,f): D(f)
s: T+ j(d,rs)=d(s): D(rs)

hom right elimination and computation

T TYPE s: T ¢t:T,f:homr(i°®s,t) -~ D(f) TYPE
s: T d(s): D(1s)
s: T t: T,f:homy(i°®s,t) - er(d,f) : D(f)
S Tcore [ eR(d7 15) = d(S) 5 D(]-s)




Rules for hom: left elimination and computation

Id elimination and computation

T TYPE
s:T,t:T,f:ldr(s,t) = D(f) TYPE s: T+ d(s):D(rs)

s:T,t:T,f:ldr(s,t) —j(d,f): D(f)
s: T+ j(d,rs)=d(s): D(rs)

hom left elimination and computation

T TYPE  s: T, t: T f:homy(s,it) = D(f) TYpPE
s: T d(s): D(1s)
s: TP t: T f:homy(s,it) - e (d,f): D(f)
s: T - e(d,1s) = d(s) : D(1s)




Syntactic results

» Transport: for a dependent type t: T + S(t):

t:Tere ¢/ T f:homy(i°Pt, t'),s: S(it)
I transportg(s, f) : S(t')



Syntactic results

» Transport: for a dependent type t: T + S(t):

t:Tere ¢/ T f:homy(i°Pt, t'),s: S(it)
I transportg(s, f) : S(t')

» Composition: for a type T:

r: TP s: T t:T,f:homy(r,is),g : homy(i°Ps,t)
- compr(f, g) : homy(r, t)



The interpretation

» Dependent types are represented by functors T : I — Cat.
» Dependent terms are represented by natural transformations

*
F/I}TCat
\.rj

» T is represented by the objects of T

> T is represented by the opposite of T

» hom is represented by hom : T°? — T — Set
» 1, is represented by the identity morphisms

> There are two computation rules since in X,  hom(x,y): given a
f : hom(x,y), there are two arrows from an identity to f:
postcomposing 1, with f and precomposing 1, with f
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A second attempt (work in progress)



Problems with the first attempt

The functions op, core are problematic.
» There are no introduction rules for T<" or T°P

*» Including the identity type causes the hom type to collapse to
the identity type on elements of T<°'¢,

» We need a op function on the universe; e.g. the 1-functor
op : Cat — Cat. This does not exist for 2-categories and up.



A homotopical viewpoint

In the first attempt, we represent hom as a functor C°P x C — Set
or, equivalenty under the Grothendieck construction, as a
Grothendieck fibration:

erC”,yeC hom(X’ y)

CPxC

With van den berg and McCloskey, we are developing a notion of
directed (algebraic) weak factorization system based on this.
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A homotopical viewpoint
In the first attempt, we represent hom as a functor C°P x C — Set
or, equivalenty under the Grothendieck construction, as a
Grothendieck fibration:

Y iecor,yec hom(x, y) Y ecor yec hom(x, y) Y «ec,yec hom(x,y)
CP x C cor C c C

The latter is a two-sided fibration of Street (1973).
> |t is a pair of a Grothendieck fibration and a Grothendieck
opfibration such that when one ‘lifts’/‘transports’ along one
morphism of one base, the result is in the same fiber wrt the
other base.
» This is what should happen in type theory: Along f : a — &
one transports T(a, b) — T(4',b).
With van den berg and McCloskey, we are developing a notion of
directed (algebraic) weak factorization system based on this.



A modal approach

Following Licata-Shulman-Riley’s (2017) modal framework for the
sequent calculus.
We start with a 2-category of modes:

» Objects: o

v

1-Morphisms: op,core : ¢ —

v

2-Morphisms: i : core = 1,, i°P : core = op

v

Equalities: opoop = 1,, x o core = coreo x = core for all x, ...



Context descriptors

Every judgment is annotated by a context descriptor. These are
inductively generated by:

Xy Xty Xy Xz
Xi,..»Xn X XF XkEop(y) X core(y) Xy, z

The variables x, ..., x, coincide with the variables
x1: A1, ..., xp - An ... of a context.



A modal approach continued
The variable rule:

M x: O'AI—,YX&_X To

The weakening rule:

AR5 ea T Thargp

LA siga T
The substitution rule:
Mx: p’A'_vxtSkgx, T lF5-n U:p
M ALY/X] = 7.0k-g.x[h/x].d TLU/A]

The modal substitution rule:

a=b M5 b, T
r l_WI—...,a(x),... T




The new hom type

hom formation

a:A A=
homA(a, b)

Mhyg A LAF5 oo b: A

A -

¥,0g,d

¥,0—g,d

hom introduction

Mg A [LAF
.

'yékg core(d) a:A
2 homa(a, a)

~,0g, core(d)



The new hom type

right hom computation and elimination

Ma:Ab:Af: homA(a’ b) |_W,a,b,ﬂ—g,core(a),b,f D(f)
I', a:A |_7,a|—g,core(a) d(a) : D(]-a)

Ma:Ab: A f:homa(a,b) -y .ab fig.core(a)br d(f) : D(f)

928

F, a:A l_ﬁ,a}—g,core(a) d(a) = d(la) : D(la)



Inside the type theory

What can we do?
> Define the Id type analogously.

» Find an inclusion Id(a, b) — hom(a, b) in the context of the
cores of a and b, but not hom(a, b) — Id(a, b).

» Transport and compose.
What can't we do?

» Form all ¥ types (F types in LSR). For example, the one you
should get from a: A, gp(a) 1 is A%P.

Future work
» Connect this formally with the intended semantics.
» Understand which X types exist.
» [l-types, directed univalence, higher inductive types, etc...



Thank you!
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